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Motivation Results

VLMs present sparse concepts and weak compositional relations [5, 6]. * For primitive concepts, we test our networks on Multi-Attribute Recogni-
Comparison allows humans to attend to relevant features in inputs, tion (MAR) [1].
to highlight differences and thus to learn abstractions.

* For complex logical expressions, we modify MAR and thus define Logical
RQ1: can we teach logical concepts through comparison? Pattern Recognition (LPR).

RQ2: can we find an efficient multi-task architecture for this task"?
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correctly retrieve visual examples describing a logical formula.
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Logical Pattern Recognition

« Similarlyy, we construct such batches with respectively the 10
worlds satisfying or falsifying a logical formula. S e P
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ABs = {a|metallic AND NOT cube ¢ NOT metallic AND cube & metallic AND cube}
Ay = {a|NOT metallic AND NOT cube}

. 'RQ2: Modular skil sharing (MSS) [3] is comparable in performance to
’ ‘ ° hyper-networks, but much more parameter efficient (~ 3x).
-

» Learning in sequence requires experience replay (DER++ [2]).
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 Materials have subtle visual features and thus are harder to learn.

Proposed methodology Split Model Color | Material | Shape

« We adopt for RQ1 concept-specific networks as in [1]. Concept-specific 0.96 0.48 0.98

» Fine-grained Contrastive Learning with additional attention maps. Diest ne Hypernet .37 0.2 0.73
N HyperNet (DER++) 0.71 0.28 0.89
- For RQ2 , we introduce multi-task adapters for CLIP modulated by the in- Modular Skills Sharing | 0.72 0.21 0.67

put text: a hyper-network [4] and modular skill sharing [3], in comparison.
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< T—‘_ Conclusions & Further Work

Dissimilarity batch Filter — Encoder

f .  RQ1: concept-specific networks can learn worlds satisfying a logical rules
S A ' with CL. Next: testing noisy environments.

 RQ2: mulii-task adapters well adapt CLIP for the task [4].
Reducing the skills could nudge learning more generic patterns.
“red” >~ Next: extending to logical pattern recognition.
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